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Abstract - This research is an implementation of Artificial Intelligence in a game called Tetris which is done by the use of Reinforcement Learning 
Specifically Genetic Algorithm. This research provides an overview of the future related developments related to artificial intelligence with the integrated 
use of genetic algorithm used for wide use or commercial use coming into the real picture. This algorithm focuses developing itself or furthering itself 
towards the point of perfection. It can also pave the way for revolutionizing existing technology and creating efficient machines through the 
implementation of genetic algorithms and the data collected by them. 
At the very start of this research the game bot doesn’t know anything or had any specific coding for that purpose but with the help of reinforcement 
learning, the game bot not only learned but also perfected itself till the point it became the only best version existing for that game. One question that 
intrigues, even more, is that, is there any possibility of something even better than this? The interesting fact about this development is that though it took 
a considerable amount of time for the AI to become the best existing version, it becomes very evident that with the use of even more simplified and 
efficient ways this development can go even further and it can also be incorporated into other games, machines with just some slight modifications. 
In this research, I have used an unending game called Tetris and the way the bot plays this game shows the credibility of reinforcement learning which 
progresses with every step. 
 
Keywords – Tetris, video game automation, evolution, reproduction, Artificial Intelligence, bot, evolutionary algorithm 

——————————      —————————— 
. 
I. INTRODUCTION 

Machine learning is a field of artificial intelligence which 
deals with an algorithm that solves problems (usually used in 
complex problems) based on data provided and using this 
data the algorithm or machine creates empirical information 
which is also called experience.  

 
Games have had a long history of being a testbed for AI 

ever since the days of Pong (Brick game of the 90s). 
Traditionally, game programmers have taken a 'Reductionist 
Approach' to building an AI. They've reduced the simulated 
world to a model and had the AI act on prior knowledge of 
that model that did not work out for the most part. All the 
world models are different so we couldn't feed it just one 
world model. Instead of modeling the world, we need to 
model the mind. We want to create an AI that can become a 
pro at any game we throw at it. So, in thinking about this 
problem, we have to ask ourselves what is the efficient way to 
do this? The answer is Artificial General Intelligence (AGI), 
that’s one algorithm that can solve any problem with human-
level thinking or greater.  

 
One of the tortuous problems in the real world is solving 

a never-ending game where the bot will never know the 
reward threshold at which the game will be considered as 
solved. One such game is Tetris which is  

 
 
 
both unending and popular. This paper presents Genetic 

Algorithm also known as an Evolutionary algorithm to  

 
create a bot which can play this game infinitely without 

having the complexities involved in other algorithms in 
reinforcement learning.  

II. AI AND GAME – ETERNAL RELATION 
Video games have been around since the 50's when Joseph 
Kates publicly demoed Tic-Tac-Toe at the Canadian National 
Exposition. That bot used simple scripted actions that ran the 
same way every time regardless of whatever move the player 
made. His demo got people hyped, though, because no one 
had ever seen a computer play a game before and they were 
lining up off the block to check it out. The game bots that were 
invented afterward for games like Nim and Space-war were 
similar but along came Pong. The Pong bot's paddle had to 
make decisions based on the human player's actions, and that 
made it feel more realistic. Pong marked the beginning of 
using heuristics to create game bots. Heuristics are educated 
guesses and pretty much every single video game bot since 
Pong's has used them. A bot will map out a possible set of 
decisions as a tree of possibilities, then use one of many 
techniques to pick the best one. But it's still always boiled 
down to a bunch of if-then statements. 
 

If Pac-Man moves this way, then the blue ghost should 
move this way, If Master Chief sees a Grunt, then it should 
move in circles. But yes, video game bots have pretty much 
always boring and sucked because there are only so many 
edge cases that a programmer can predict. 

 
Therefore, we need to think about this problem differently. 

When people start playing a game, they don't know anything 
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about its environment beforehand. The hallmark of 
intelligence is our ability to generalize, but in order to create 
the artificial intelligence that can generalize to solve any task, 
there has recently taken pace.  
 

Recently, a team of researchers at DeepMind now owned 
Google got close to creating one bot that could beat almost 
any Atari game knowing literally nothing about the game 
beforehand. No game-specific hard-coded rules at all. It took 
the raw pixels of the game as input and its controls. Using 
those two things, it learned how to beat almost any Atari 
game it was given.  

 
Machine learning is a subset of artificial intelligence where 

computer algorithms are used to independently learn from 
data and information. In computers learning automation does 
not have to be clearly programmed but can change and 
improve their own algorithms in their own right. 
 

 
Fig. 1. Traditional if and else data flow diagram.  

 
 If you take a Machine learning algorithm, and feed it lots 
of data and compute, it can learn to do a whole lot of 
incredible things. The field of deep learning right now is 
where physics was in the early 1900's. 

III. IMPLEMENTATION & COMPLEXITIES 
 We created the game “Tetris” under its natural 
environment. The game had full controls but instead of us 
playing the game we decided to create an AI to play the game 
for us i.e. self-playing player also known as Game Bot and to 
create BOT we’ve successfully used Reinforcement learning-
based algorithms. 
 
• Rules –  

1. The main board of Tetris is of size 10x20. 
 

2. There are seven types of blocks that can fall i.e. “I”, 
“O”, “J”, “L”, “S”, “Z”, “T”. 
 

3. Each time a block moves down the score is 
incremented by one and when a row is cleared row 
disappears and then we get we gain a certain amount 
right to the score.  
 

4. The goal is to get to 500 (for faster mutation) without 
the block stacking up over the ceiling. 

 
 

 
Fig. 2. Pictorial representation of Tetris board and blocks 
 
• Objectives - Our objective is to eliminate as many lines as 

possible to make the environment height as little as 
possible in order make as many moves as possible to 
reach a high score. 
 
To achieve this objective, our BOT will determine the best 
move for a particular block of Tetris that brute-force all 
possible moves (rotation and position) and Calculate a 
score for each possible move (using the search track) and 
select it with the highest score as the next move. 

 
• Working implementing Genetic Algorithm to the game -  

1. We initialize a population of 50 genomes. 
2. Each genome is a set of seven parameters of the 

game state 
3. Our AI makes moves based on these parameters 

value 
4. It tries out all possible moves based on each genome 

in the current population to make a single move 
5. Since Tetris is a never-ending game, therefore, we 

will set the goal is to get a score of at least 500 for 
fast mutation. We keep evolving until then. 

IV. MAKING OF GOD  
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 When all is said in done, a diversion playing specialist 
chooses which activity to pick next at any given condition of 
the amusement in view of the reward it will increase 
subsequent to playing out that activity. The specialist picks, 
among a few conceivable activities, the one that will restore 
the best result. It is however troublesome and at some point, 
impractical to judge the estimation of an activity, and one 
route around this is to judge the estimation of the express the 
activity will prompt. By and large, this is accomplished by 
utilizing an assessment work that doles out numerically 
esteems to amusement states. The player hence picks the 
activity prompting the best-esteemed state. In the game like 
Tetris, the placement of blocks depends very much on the 
certain condition. Also known as rewarding and penalty 
factor. Through which the AI will decide the best possible 
move but at the starting, we don’t know the optimum value of 
this factor and therefore in order to know them, we’ll be using 
the Genetic algorithm also known as Evolutionary Algorithm.  
 
Genetic Algorithms inculcates the survival of the fittest in 
such a way that generations are maintained, and from one 
generation, only those characters pass the next generation 
which has survived/performed well in the previous 
generation. Each generation is formulated by a set of strings, 
which are in the sink to the chromosomes in the DNA. Cross-
Over, Mutations and other biological effects occur which 
affect the offspring in the next generation. The same is true for 
the genetic algorithm too. Each individual represents a point 
in a search space and all kind of possible solution. The 
individuals present in the population are then made to go 
through a process of evolution. 
 
In biology, individuals compete for resources, some of them 
win and others lose. The winning individuals are very much 
likely to contribute more share to the offspring in comparison 
to the losing ones. Offspring that inherit features from two 
winning individuals has a good chance of being better than 
each of its parent. The logic remains the same her also. Some 
of the important terms similar to Genetic Algorithms are 
explained below: 
 
1. Search Space - A collection of individuals is maintained in 

a search space. Each individual represents a solution to a 
problem (in our case, this is weights of the edges in the 
Neural Net). Each and every individual is coded as a 
string representing it. Individuals are like chromosomes, 
and the entries in that vector representing an individual 
are like genes. The fitness function defines the competing 
ability of an individual. The aim is to make the offspring 
produced by this generation inherit the best properties of 
any two individuals from this generation. 

 

2. Selection - In the biological analogy, the individual that is 
"fittest" is passed on to the next generation. In our 
implementation too, the individuals with the top 5 fitness 
values pass it on to the next generation without any 
hindrance. 

 
3.  CrossOver -  It is a condition in which two individuals are 

selected from a generation and a position in their bit 
strings is chosen at random. The bits corresponding to 
this position are swapped between the too. Now, this 
offspring also passes on to the next generation. As this 
combines good individuals too, it has very slight chance 
of showing up an individual which is better than the 
current generation. 

 
4.  Mutation - In here, the bits of some people are flipped at 

some randomly chosen position. This is to ensure that the 
solution doesn’t converge to an answer which is not 
universally optimal and that there is always a chance to 
revert back, and not converge to a wrong point. 

 

 
Fig. 3.  Genetic Algorithm Sequence 
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V. PERFORMANCE CHECK  
Fig. 4, can be understood by knowing the parameters 
mentioned, depicts the first-generation performance. 
 

Value Description 

id 
Randomly generated unique 
identifier for a genome 

rowsCleared 

The weight of each row cleared by 
the given move. the more rows that 
are cleared, the more this weight 
increases 

weightedHeight 

The absolute height of the highest 
column to the power of 1.5, added 
so that the algorithm can be able to 
detect if the blocks are stacking too 
high 

cumulativeHeight The sum of all the column’s heights 

relativeHeight The highest column minus the 
lowest column 

holes 
The sum of all the empty cells that 
have a block above them (basically, 
cells that are unable to be filled) 

roughness 

The sum of absolute differences 
between the height of each column, 
(for example, if all the shapes on the 
grid lie completely flat, then the 
roughness would equal 0) 

 
To understand the table, the value should be justified as 

the numbers which are in positive are considered as a reward 
and are important for the bot to finish the game and the 
number which is negative are considered to be as penalty and 
should be avoided. 
 

 
Fig. 4.  Generation 1 fitness score evaluated by bot 

 
There is a noticeable difference between the two 

generations which shows that it took more than 25 
generations for the bot to improvise to the point of perfection. 
When we consider the amount of time then the 25th generation 
agent was able to play a bit more than 240 hours after which it 

was carried by the next generation and still in action even 
after more than 1000 hours.  
 

 
Fig. 5. Generation 25 fitness score evaluated by bot 

 
Talking on a technical note then the bot started initially with 
the average value as mentioned by us which worked as a 
reference for the bot to start developing its way through the 
problem. After, several brute forcing attempts the bot came to 
the real picture of performance with an impressive prolonged 
duration of play which was faster and didn’t want to give up 
even after 1000 hours, it can be assumed that barring it stops, 
it would be perfect or else it would take another 2 or 3 
generations to reach the optimum performance which can be 
considered ideal and all of this thing has been done without 
the support of human being. 

VI. RESULTS 
The bot at the initial stage as fragile as a human baby and 

thus we had to provide it with a point to begin. unlike a 
human baby, the bot had the capability to learn faster and go 
through evolutions with even greater speed. 

 

 
 

Fig. 6.  Time wise progression and improvement 
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Fig. 7. Fitness score improvement on each and every 

move and its impact on the generation 
 

VII. FUTURE 
 We are living in this world which is fully digitized and 
will be extremely digitized in near future stranding towards 
ultra-digitized in far future but keeping in mind the aspects of 
reinforced learning and its implication to the fields of artificial 
intelligent, it can be seen as a possible future where machines 
will take over the most of the works done by human and will 
do it with sheer perfection. Another issue that comes to mind 
is the concept of AI taking over the human race which is yet a 
hypothetical assumption and should rather be restricted to 
that only because an implication of such an algorithm 
“Genetic Algorithm” can help the machine to learn and evolve 
very fast, way faster than our biological limits.  
 
 Talking more specific than it becomes imperative to 
mention the economic changes that will be coming to the 
picture in the near distant future. For example, in the near 
future most of the work will be done by machine and 
therefore most human being will be unemployed and hence 
the requirement for basic salary for everyone. So, the genetic 
algorithm can be used in this area to find the perfect match of 
salary with respect to market and machines.  

VIII. CONCLUSION 
 As we do come at the very end of this report, it’s our duty 
to let you know that this work has only been possible due to 
the modern and ever upgrading technology which really led 
us close to the objective of benefitting the present modern 
scenario with the help of wide applications of Artificial 
Intelligent which really helped us reach the boundaries to 
know and to fathom the horizons of Artificial Intelligent. 
  

 Not everything can be understandable at first, real world 
is complicated and messy even for full-grown human beings 
so in order to go further towards the success of creating 
Artificial General Intelligent we’ll have to train them on the 
closet thing we have like real world; the thing which requires 
the logic and then we’ll have to wait for machine to solve that 
problem logically only then the machine will be able to learn 
and grow. 
 
 As we conclude we see it as a situation where in we need 
to tell the world that computer science is highly efficient to 
pave the way for a modern brain that works as per our wants. 
 
 We hope that this report would have been very practical 
while marking out the direction of our work. 
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